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Abstract

In this thesis, we propose a unique approach to dynamic search that uses a LinUCB contextual bandit algorithm to automatically search topics and change queries when finished. The algorithm models actions that a user might utilize when querying a search engine, including the action of ending one topic search and starting another by completely changing the query, and uses the context surrounding the current state of the search to choose one action each iteration with which to interact with the search engine. By using a contextual approach to reinforcement learning to select an action at each iteration, this process fully automates the search from beginning to end, choosing both how to search the topic and how long to search for, leading to a more effective retrieval with varied numbers of queries for each topic. This experiment is conducted using the data from TREC 2016 Dynamic Domain Track. Our results show that using the context features of the current search iteration to select the next action in the search allows the system to retrieve enough relevant documents for a complex search task and also that allowing the algorithm to decide how long to search each topic does not negatively affect the search process's ability to satisfy a user's information need.
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1.1 Motivations

In our everyday lives, we use two types of search tasks to find different types of information: single query searches and complex topic searches. A single query search is usually a search for a question or query with a clear information goal. This can be searches for facts or specific information that was not previously known, such as “Georgetown University address” or “how long do birds live.” This makes it easy to categorize documents as relevant or non-relevant. Complex topic searches, on the other hand, are more complicated in that they consist of a broad information goal. These searches can be something like “California droughts” or “Japanese food.” The information need in these searches is more broad and typically have more than one informational aspect that must be satisfied. This goal can usually only be reached through multiple iterations, with iterations to mean queries, through a variety of topics within that topic domain. Furthermore, a document that is considered relevant for one sub-topic within that information domain may not be considered relevant for another sub-topic. Search engines are currently optimized to work with single query searches, but the format in which they handle searches may not be adequate for more complex searches like broad topic domain searches. By focusing on how to deal with search over multiple iterations, taking into account relevancy feedback at each
iteration and the length of time that the user has been searching, we can better satisfy the user’s needs for these complex searches.

In a complex dynamic search, there is a shift in the representation of the information space. The user, when looking at a document, provides feedback on the document’s relevance towards whichever topic within the entire topic domain they are currently looking at. The feedback they give is dependent on the current topic that they are searching. We aim to give the search system the responsibility to use this information to formulate a new query and retrieve more documents that will fit the user’s need for that same topic, not the user. Rather than navigating through separate information spaces in each query, the search system is instead navigating within a section of the information space repeatedly to fulfill the user’s complex information need.

Table 1.1 shows an example dynamic search on the Polar domain from TREC Dynamic Domain 2016 [32], or data related to the polar sciences. In this example,
we see that the overall search’s information need can be encapsulated in the entire
Polar domain’s information space. Each topic is necessary to the user’s search and
satisfies a portion of the user’s need, from topic 1 of “Ice sheet level rise” to topic 3 of
“Sea-level rise and coastal erosion.” Within each topic too, there are multiple facets,
or subtopics, that the user would like to explore and considers relevant. The goal of
the dynamic search is to adequately search all of these topics and subtopics through
multiple iterations, learning from the user’s feedback what is and is not relevant.
In the following sections, we will define the requirements of dynamic search more
completely.

1.2 Dynamic Search

Dynamic search is defined as search that uses multiple iterations to fulfill the search,
with the search system dynamically modeling the search process through relevance
feedback that is given by the user. Dynamic domain is, then, a dynamic search over
an entire information domain. The multiple iterations of search are used to traverse
the different topics within that domain.

1.2.1 A Concrete Example

Consider a search user who is planning a vacation to New York City. This user’s search
can be considered a quest for information rather than a simple query and response.
A single search on “New York City” will likely not yield enough results to satisfy her
information need, as the search topic is broad and extensive, containing many topics
and subtopics. Instead, the user will choose to split this broad topic domain into
many topics within that cover the wide information need she has from her vacation
plans plans. One topic might be “flights to New York City” while another might be
“New York Museum of Modern Art.” These topics are all relevant to the user’s topic domain and make up the complex information the user has.

In this way, a dynamic search problem is created. The user’s complex information need requires a longer search process in order to retrieve enough relevant documents and thus satisfy her need. Her broad topic, “New York City,” is split logically into multiple topics underneath the main topic domain, as seen in figure 1.1. These different topics, though related to the same domain, can be considered separate search queries with different relevant documents related to each one.

A single iteration of search, as an average search engine would expect, does not provide enough relevant results to cover all the topics within the broad topic domain the user intends to search for. Furthermore, any single query that can be formulated for all of the topics will be too vague to retrieve documents that are specific enough to be relevant. Instead, an iterative approach with each topic being searched separately would provide better results. The user can expect that by splitting the entire domain
Table 1.2: Start of an example search

<table>
<thead>
<tr>
<th>User motivation</th>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>User starts search with topic “hotels in New York City”</td>
<td>hotels in New York City</td>
</tr>
<tr>
<td>User doesn’t find relevant results and decides to be more specific</td>
<td>budget hostels</td>
</tr>
<tr>
<td>User finds some relevant results and chooses to specify more</td>
<td>budget hostels in Brooklyn</td>
</tr>
<tr>
<td>User switches to topic “Best restaurants in New York City”</td>
<td>best restaurants in New York City</td>
</tr>
<tr>
<td>User finds many diverse results and makes the query more specific</td>
<td>New York style pizza</td>
</tr>
<tr>
<td>User moves to another subtopic on restaurants</td>
<td>Michelin star restaurants</td>
</tr>
<tr>
<td>User starts a new topic</td>
<td>Central Park</td>
</tr>
</tbody>
</table>

into topics and searching those topics over multiple iterations will lead to more relevant results. However, just as with a simple single-iteration search, the user would not want to spend too long on each topic and as such the ideal search system would provide relevant and widespread results so as to cover more ground in each iteration and shorten her search as much as possible.

The user’s search may look like the example shown in table 1.2. The user will begin by looking at one topic within the topic domain, such as ”hotels in New York City.” The results that are returned might be related to the nice hotels in the New York City area, such as the Marriott or the Hilton, which may lead her to narrow her search to ”budget hostels,” specifying her more specific information need for a cheaper living arrangement. Then, she may continue to narrow her search with the query ”budget hostels in Brooklyn.” Once this topic’s information need has been satisfied, the user
will then decide to start another topic search within her search topic domain. This process is continued, then, until all topics have been searched to completion and the user’s topic domain information need is completely satisfied.

1.2.2 The Future of Complex Search

In a complex or dynamic search task as the one described in the previous example, current search processes and search engines place most of the responsibility on the user. The burden is placed on the user’s shoulders to navigate through the search and formulate queries to continue the search in a useful way. Modern search engines do not use any specialized method or system for dealing with complex searches, or searches with multiple topics and iterations.

The dynamic search research task focuses on progressing the complex search process to a more intuitive method that shifts the responsibility from the user to the system. The research is focused on improving the search system to take on the task of moving the search along and helping the user to navigate the search and even decide how long to search, rather than forcing the user to make these decisions themselves. In this way, the search task becomes a more interactive process between the search engine and the user and allows for a more satisfying search process, where the user is able to find the information they want both quicker and more completely.

1.2.3 TREC Dynamic Domain Track

In dynamic search, the focus of the task is not on each iteration separately, but on the overall search as it moves from iteration to iteration. While each topic within the information domain can be considered a search task within itself, the information retrieval task is only finished when all the topics have been exhausted and completed. Thus, this task of completing a complex search within a broad topic can be broken
down into two decisions: the decision of how to search the current topic at each iteration, and the decision of when to complete the search of a topic and move on to the next one. While trying to retrieve relevant information for the current topic, the system must select between multiple methods of continuing the search and modifying the query to find different relevant documents from the last iteration. However, when the user has decided that they have either exhausted all relevant documents or that they should give up on finding the rest, due to the sheer difficulty of finding relevant results, they can then decide to finish this search and move on to the next topic.

The TREC (Text REtrieval Conference) Dynamic Domain track [32] is modeled after this type of complex search, with a broad set of information and multiple iterations to find relevant results. In view of a search topic with a wide array of information that can be found or considered relevant to the user, the search is split into topics that are more specific and easier to focus on. Within each topic, the system can edit the query to continue to retrieve unique results, before the query is completely changed in order to move from one topic to the next.
As visually represented in figure 1.2, in the TREC Dynamic Domain track, a specific domain is provided with the goal of retrieving information about that specific topic dynamically, taking feedback from a simulated user, called the “jig” for every document retrieved. The systems are seeded with a beginning query, the topic that is to be searched, and the search system is tasked with retrieving five documents to send to the simulated user for feedback. Using the feedback, the system will then decide whether to continue the search by retrieving 5 more documents or ending the search on that topic. A successful run is considered one in which the entire topic space is explored and the user is provided with relevant documents both frequently and quickly. The aim of this track, then, is to effectively model dynamic search within a complex topic domain through algorithmic iterations of query and relevance judgments\footnote{http://infosense.cs.georgetown.edu/publication/mov2.mov}. The feedback given by the simulated user is represented by the annotation of relevant passages within a document marked relevant, as well as a 1 to 5 relevance scoring of both the relevant passages and the relevant document as a whole. This feedback should be used by the user to re-formulate the query in some way and return even more relevant documents to the user.

The Dynamic Domain track was created to specifically deal with a complex search over a broad topic rather than a specific query, as well as the interaction between the user and the search system through the many iterations of a complex search \cite{32}.

1.3 Our Approach

This thesis focuses on the two subproblems posed within dynamic search: how to traverse the information space for one topic and when to complete the search on a topic. Most algorithms proposed to deal with dynamic search focus on the movements of the search process within a topic, the first subproblem, and merely manually specify
a stopping condition for each topic. In this thesis, we propose using a contextual bandit approach to traverse each topic as well as end one topic search and start another, thus automating the entire search under the algorithm’s decision-making process.

1.3.1 Using a Contextual Bandit

Dynamic search consists of a decision at each iteration—whether to continue searching the same topic or end that search and start another, or in broader terms, how to search for documents this iteration—and a robust system should dynamically choose an action that will achieve a satisfactory result for the user both at the current iteration and for the search as a whole. By viewing these decisions as actions to be selected in each round, we apply a contextual bandit algorithm to the dynamic search task.

Contextual bandits are a subset of multi-armed bandits, which are a form of reinforcement learning algorithm that selects an action at each iteration or round, with the aim of a bandit algorithm being to choose an action that will maximize the reward received [15]. Contextual bandits, then, are multi-armed bandits with the addition of context [38]. On a conceptual level, the contextual bandit is used to dynamically decide the best approach for exhaustively searching the entire information space, both within topics and between topics, before the user is frustrated from too many iterations. The contextual bandit approach, then, amalgamates the two subproblems of dynamic search into one solution. Both the action of how to search a topic and the action of switching topics are given to the bandit to decide on when to run that particular action.
1.3.2 **Traversing the Information Space and Changing the Topic**

In dealing with how to complete the dynamic search task using a contextual bandit, we suggest some actions for the contextual bandit that will move the search around the entire topic domain’s information space. The actions that the contextual bandit can choose from are the different directions that the search can be taken at any point in time. A novel approach that we take in this thesis is giving the decision of when to stop, to completely transplant the search from one area of the information space to another, to the algorithm. Rather than specifying a stopping condition manually or setting a static number of iterations that the system should run each time, we propose to leave the choice of when to complete the topic search to the contextual bandit.

Directions that the bandit can take the search correspond to editing the query within a topic. There are many ways to decide how to traverse the topic space and formulate new queries at each iteration. However, in their most basic form, there are only three ways to edit a query to search through a topic space. Terms can be added to the query, terms can be removed from the query, and the weight of the query’s terms can be adjusted. These different possible actions, adding terms, removing terms, and changing the terms’ weights, move the query, and by extension, the search in different directions within the topic.

These different actions that the contextual bandit can select from result in a search system that dynamically searches an entire information domain both simply and automatically from start to finish.
1.4 Contributions of this Thesis

This thesis presents the use of a contextual bandit algorithm, which in the past have been primarily used for recommender systems, to work as a dynamic search system. By using a contextual approach, the environmental context of the search can be utilized to determine the current state of the search process and point to the best action at any certain point in time. We define the context of the search through various factors of the search at that point in time, and provide this to the contextual bandit algorithm to make decisions using it. This approach also views the search as a constant attempt to maximize the relevancy returned and satisfaction of the user, the reward of each iteration.

In specifics of the algorithm itself, this thesis presents novel contributions in terms of the methods used to search each topic as well as its automation of the topic completion within the dynamic search. This automated approach simplifies the search process as seen by both the developer and the search user through the use of four actions which exhaustively explore the entire information space of the search topic domain.

1.5 Thesis Statement

In this thesis, we will use a reinforcement learning algorithm, a contextual bandit, to model the search system in a dynamic search process. As a contextual bandit uses the context given in each round to select an action, we utilize the current search context to determine how the search continues at each step of the search. We also automate the decision of the stopping condition for each topic search by providing it as an action for the bandit to choose from, rather than hard-coding it into the system.
CHAPTER 2

RELATED WORKS

2.1 DYNAMIC SEARCH

Search that is done in sessions using multiple queries has had many names in Information Retrieval (IR) literature, including interactive search [22], session search [19], exploratory search [30], and dynamic search [32]. The differences in these tasks are subtle. From 1997 to 2002, the TREC Interactive Track [22] ran for session-based search with a human user in the loop. From 2010 to 2014, the TREC Session Track [11] evaluated the effectiveness of the last iteration of retrieval in a session with the previous iterations’ search history provided. Most recently, the TREC Dynamic Domain (DD) Track [32] revitalized interest in the field when it was first introduced [31], by providing a simulated user, called the ‘jig,’ to interact with and provide feedback to the search system in real time. In this thesis, we use the term ‘dynamic search’ for this type of search process as it includes many dynamically changing aspects, from the topic to the user’s real time interactions.

In recent years, research on dynamic search has relied on methods such k-means clustering [8], Markov Decision Process [32] or passage language models [1] to retrieve more documents to provide the user. Albahem, Spina, Cavedon and Scholer, in their submission to the TREC Dynamic Domain track [1] use passage representation to rank documents and expand queries. This method of utilizing the passage-based representation given in the relevance feedback focuses on the use of the passages returned
by the user for relevant documents to produce the query for the next iterations. Each run is capped at 10 iterations, with very little discussion on the stopping condition or decision used to select 10 iterations as the number of iterations for each topic. Moraes, Santos and Ziviani [20], along with their proposed search system, discuss stopping strategies in dynamic search. They propose three strategies: stopping after a fixed count of 10 iterations, stopping after 10 off-topic documents returned, or stopping after 10 off-topic documents returned in a contiguous window. They found that their best run utilized their second stopping strategy, stopping after a total of 10 off-topic documents are returned. These strategies still involve user discretion, a condition or variable set before the run and is manually optimized. Most other algorithms still utilize a hard-coded stopping condition such as 2 iterations or 10 iterations for their system [5, 8]. While these algorithms focus on the movements of the search process within a topic and manually specify a stopping condition for each topic, in this thesis we introduce the idea that the movement to end search for one topic and move on to the next topic search can also be decided by the algorithm by utilizing the features of the context of the search.

2.2 REINFORCEMENT LEARNING

In this thesis, we propose using reinforcement learning to model the dynamics seen in a complex search process. Reinforcement learning is a class of machine learning algorithms which aim to optimize long term rewards instead of short term gains [9]. Reinforcement Learning has been successfully applied to robotics [9, 12], resource-bounded information extraction [10], natural language grounding [4, 28], and artificial intelligence in general. A reinforcement learning model often contains elements such as states, actions, rewards, beliefs, transitions, and policies, which will vary for
different applications. For example, research done by Kotov and Zhai [14] defines states as queries while Luo, Zhang and Yang [19] uses user’s decision making status as states, and Zhao [37] and Yue and Joachims [34] make actions in their algorithm be documents in their work, while Luo, Zhang and Yang [19] calls different ad-hoc search algorithms actions.

By emphasizing and capturing the dynamics in a process and reacting according to the environment, reinforcement learning algorithms match well with the characteristics of dynamic search, especially one with a long term search goal, as well as with a trial and error setting. It is therefore not surprising that these approaches have shown promising results in information retrieval problems.

2.2.1 Multi-Armed Bandit

Multi-armed bandit approaches are a popular reinforcement learning algorithm used in solving the dilemma of exploration and exploitation in RL. In the field of reinforcement learning and multi-armed bandits in particular, exploration is defined as the search for the action that will provide the best reward, while exploitation refers to the repeated use of that action with the best reward in order to reap the benefits from that action [15]. Historically, they are often used for recommender systems and ad selection systems, though they have been expanded to solve more modern problems such as large-scale electric vehicle charging [33] and LTE and WiFi coexistence [24]. The exploration vs. exploitation dilemma deals with the trade-off between exploring the different actions to find the one that maximizes the reward, and exploiting the action with the highest estimated reward. The classic exploration vs exploitation strategies, presented by Kuleshove and Precup [15], include $\epsilon$-greedy, Boltzmann exploration, pursuit, and reinforcement comparison. In these models, an arm is considered an action. In the $\epsilon$-greedy algorithm, the bandit uses a parameter $\epsilon$ to control how
exploratory a process is: the bigger the $\epsilon$ is, the higher chance that a random arm instead of the arm with the maximum reward would be chosen in the next run, and the more exploratory the strategy is. Boltzmann exploration and reinforcement comparison both use the Softmax function to model the probability of choosing an arm in the next run.

Modern Bandit models include contextual bandit and dueling bandit. The K-armed dueling bandit algorithm [34, 35, 40] minimizes regret using noisy comparisons. This is useful for cases where it is difficult to obtain an absolute observation of the payoff, but simple to obtain relative judgment of the payoff. Feedback can be obtained then, from pairwise comparisons instead of absolute measures. A direct application of this work is a search system where, among K built-in retrieval functions for the search engine, the one that will retrieve the best results should be chosen. Reward is defined, then, with pairwise feedback based on the user clicks in the interleaved rankings. In other words, the payoff is the user’s satisfaction, which is easier to describe using pairwise comparisons than absolute measures.

Multi-armed bandit research recently has focused on expanding solutions to more complex versions of the problem. Komiyama et. al [13] proposed an extension of the Thompson sampling algorithm for use with the multiple-play multi-armed bandit problem, a case in which several arms can be selected, in order to achieve an optimal regret bound. Carpentier and Valko [7] utilize an algorithm that minimizes simple regret for an infinitely many-armed bandit problem, or a version of the multi-armed bandit problem with too many arms to try each one. There has also been research done on the properties and suitable algorithms for a multi-armed bandit problem in which the rewards are measured qualitatively rather than quantitatively [26].
2.2.2 The Contextual Bandit

Contextual bandits [38] are defined as a multi-armed bandit problem with side information, or context, which can be applied to information retrieval as well. Shivaswamy and Joachims [23] look at multi-armed bandit with historical data, which provides some information before the algorithm begins. To make use of the historic data, they extend three different versions of the UCB (Upper Confidence Bound) [2] policy, UCB1, UCB3 and UCBV, to incorporate a logarithmic amount of historic data. For these bandit algorithms that use contextual information, that context can be anything from historical data to user information which provides more contextual information as to which action would produce the most rewarding result. In general, contextual bandits have been used for recommender systems [3, 27, 36, 39].

There has also been research done for both warm-start problems, when there is logged historical data given [25], and cold-start problems, when new users enter the system and previous users can be used as context information [6, 21]. Other contextual bandits use the contextual features of the current action selection to influence the bandit selection policy. Langford and Zhang [16] proposed the epoch-greedy algorithm for the contextual multi-armed bandit problem. The epoch-greedy algorithm runs exploration and exploitation phases in epochs, where in each epoch exploration followed by exploitation is performed, and at each round an arm is chosen using the current context $x$. In 2010, Lihong, Langford and Schapire [17] introduced LinUCB, or linear UCB, a contextual bandit that associated feature vectors with different actions in order to make informed action selections based on the current features present for that round. LinUCB assumes a linear relationship between the context features and the expected reward of an arm.
The goal each round for a contextual bandit algorithm is the same as the original bandit problem, to maximize the reward received from selecting an action each round. However, with the addition of a historical context, contextual bandits utilize this context alongside the reward received in previous iterations to select an action. To model the dynamic search process, we utilize a contextual bandit algorithm.
Chapter 3

The Dynamic Search System

A dynamic search engine interacts with the simulated user to find relevant documents. The framework proposed in this thesis uses a LinUCB contextual bandit algorithm built on top of the search engine to interact with the simulated user in order to search within topics and move from topic search to topic search.

At each iteration $t$, the bandit is provided with contextual information surrounding where the search currently is and what direction previous searches were moving. This feature vector is used by the bandit, along with the reward information about each action, to select one of four actions to play for that iteration. The action selected is performed, and the search engine is queried once more with the new query, and the results passed to the simulated user for relevance feedback. The relevance feedback is then used to provide a reward for the action selected. This process is repeated until the search is finished. The intuition behind this is the idea that the information about where the search currently is, the context features, as well as the relevancy of the previous search, dictate the direction that the search should continue to move in, the action that the bandit should select.

3.1 LinUCB

While the contextual bandit algorithms like LinUCB were originally designed for personalized news recommendation, it can be adapted to other problems as well. This thesis will adapt the LinUCB algorithm to dynamic search.
LinUCB, as created by Lihong, Langford and Schapire [17], is used to select news articles to show a user based on the contextual information gathered from the user and articles. It takes a context feature vector at each iteration and uses these features to estimate the reward for each action that iteration.

The expected reward of an action $a$ is presumed to be linear in its feature vector $x_{t,a}$, using a coefficient vector that is unknown but estimated, denoted $\hat{\theta}_a$. In the LinUCB algorithm, the action that is chosen in each iteration is the action that maximizes the score given from the estimated coefficient vector multiplied by the feature vector, as shown in eq. 3.1.

$$\sqrt{x_{t,a}^\top A_a^{-1}x_{t,a}}$$ is the standard deviation of the expected reward, where $A_a^{-1}$ is the inverse of a matrix made by adding a design matrix corresponding to the previous contexts to an identity matrix the size of the context.

$$a_t \overset{\text{def}}{=} \arg\max_{a \in A_t} (x_{t,a}^\top \hat{\theta}_a + \alpha \sqrt{x_{t,a}^\top A_a^{-1}x_{t,a}}) \quad (3.1)$$

In their paper, Lihong, Langford and Schapire [17] demonstrated that LinUCB showed improvements on personalized news recommendations when compared to more simplistic methods, such as $\epsilon$-greedy methods. Specifically, the use of context features to select the action, or the article recommendation, does show evidence of benefiting the system.

In our adaptation of LinUCB, we emphasize the use of the context surrounding the search iteration, such as what the user found relevant and where previous actions have moved to in the document space, to dictate what the appropriate next action should be. Based on this idea, our approach uses these context features to exhaustively search a topic and then move on to the next topic. By using a bandit algorithm, we focus on maximizing the selection of relevant documents through a combination of
Table 3.1: Actions and their associated search directions

<table>
<thead>
<tr>
<th>Action</th>
<th>Search Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add</td>
<td>Move into a more detailed subtopic</td>
</tr>
<tr>
<td></td>
<td>“Kaci Hickox”→“Kaci Hickox actions”</td>
</tr>
<tr>
<td>Remove</td>
<td>Broaden search from subtopic</td>
</tr>
<tr>
<td></td>
<td>“dynamic modeling”→“modeling”</td>
</tr>
<tr>
<td>Weight</td>
<td>Search for more documents within the same subtopic</td>
</tr>
<tr>
<td></td>
<td>“1.0 US 1.0 Military 1.0 crisis 1.0 response”</td>
</tr>
<tr>
<td></td>
<td>→“0.8 US 0.85 Military 1.0 crisis 0.9 response”</td>
</tr>
<tr>
<td>Change</td>
<td>Move from one topic space into another</td>
</tr>
<tr>
<td></td>
<td>“alleged alternative Ebola treatments”</td>
</tr>
<tr>
<td></td>
<td>→“urbanization/urbanisation”</td>
</tr>
</tbody>
</table>

exploring the different directions, or actions, the search can take and then exploiting that direction, or action, of the search.

3.2 Bandit Actions

The bandit has four actions: add, remove, weight and change. These actions modify the query in order to move the search in different directions. The first three actions, “add,” “remove,” and “weight,” traverse the topic through a widening or narrowing of the current subtopic, while the action “change” is akin to ending the traversal of one topic space and moving to another.

3.2.1 Add

The action “add” provides more detail to the search by adding another term to the query. To select the most relevant word, we use a form of tf-idf to select the word $w$ from the set of words in the retrieved relevant documents $D$. 3tc The score $s_w$ of
any given word is the maximum tf-idf score received from that word in any document in the set of relevant documents $D$, as seen in Eq. 3.2. The word with the highest score is considered to be the most important or relevant word found in the retrieved document, and is therefore selected to be added to the query.

In the set of words from the relevant documents, stop words are stripped out to prevent a stop word devoid of useful meaning from being added to the query.

3.2.2 Remove

The action “remove” also applies this tf-idf to select which word to remove. Notably, while the “add” action uses the set of relevant documents, “remove” uses the set of off-topic documents in the list to generate each tf-idf score. This generates a set of “important” non-relevant words retrieved in the last iteration. We then select the word in the current query that has the highest score to be removed. By removing a word from the query, the search is widened to look at more subtopics within the topic.

3.2.3 Weight

The action “weight” modifies the weights to the terms in the query, allowing the focus to shift between the terms in the query. This can be considered a continued search within the same subtopic in order to find more relevant documents on the same or similar information. The terms in the query which are found in the top 20 most frequent words in the relevant documents or in the top 20 most frequent words in the irrelevant documents have their weight adjusted accordingly. The word is assigned a score from 1 to 20 based on its rank in the list (0 being the score for the most frequent and 19 for the 20th most frequent), and the term’s weight is increased (if it was on the relevant list) or reduced (if it was on the irrelevant list) in proportion to
its frequency ranking according to equation seen in Eq. 3.3, with a maximum of 0.2 being added or subtracted from the weight at any one time.

\[ w_t = w_{t-1} \pm 0.2 \left( \frac{20 - r}{20} \right) \]  

(3.2)

3.2.4 Change

The action change strips the topic name of any stop words and then changes the current query to the topic name. This effectively transplants the search from one area within the document space to another to begin search on another topic. By considering the end of one topic search and the beginning of another one as a single action, the bandit is able to predict the most ideal end to a topic search based on the reward estimation of transplanting to a new topic space compared to the other directions represented by the other actions.

These four actions represent varying movements the algorithm can take when searching for relevant information (see table 3.1). The action “add” can be considered a narrowing of the information space, traversing into a more specific subtopic, as new terms are added to the query to indicate more detail about what is being searched. In the other direction, “remove”, through the subtraction of terms in the query, is the broadening of the search from a subtopic to a wider range of subtopics, allowing more exploration through the topic space. The action “weight” is a continued exploitation of the current subtopic being searched. By adjusting the weights to the current words in the query, the system can find different documents of the same subtopic and thus exploit the current search direction. Finally, the action of changing the topic is the movement from one area within the information space to another. In conjunction with each other, the bandit can use the context of the current iteration to move the
search in a novel direction in order to retrieve more relevant results and keep the user engaged and interested in the search.

3.3 Bandit Reward and Context Features

In bandit algorithms, the reward selected is crucial to the bandit application as this is the value that the algorithm will work to maximize over each iteration. For the LinUCB algorithm specifically, the context features chosen to represent the context of the iteration will greatly affect how the algorithm calculates the next action to play. The following sections describe the context and reward that the system proposed in this thesis uses to perform the dynamic search task.

3.3.1 Context

This thesis proposes the use of the search context in order to locate the search within the current information space and inform the system with the direction and action it should next take. The context surrounding a search places the current iteration into the document space and gives relevant information to how long the user has been searching and how far into the search they currently are.

The context given to the LinUCB model consists of six features. These features span different aspects of the previous iteration(s) in order to provide the bandit with more information about the current state and direction of the search. The features given are the number of documents seen so far in this topic, the number of relevant documents retrieved in the last iteration (this is different from the reward given at the end of the iteration, which is the sum of relevance scores given to all noted relevant passages returned by the jig), the total number of relevant documents retrieved during the search of the current topic, and the number of times the actions weight, add, and
remove, respectively, were chosen for this topic. The action change is not included because by nature of this action, this feature is always the same for each topic. The features chosen to inform the bandit of the current context describe the search in terms of its depth, current effectiveness and the path of movement that has led it to its current direction.

Using the reward and the context provided, the LinUCB bandit selects the action to play at each round that will maximize reward.

### 3.3.2 Reward

After each action, a reward is given to denote the effectiveness of that action. The reward $r_t$, provided to the bandit for a selected action for iteration $t$, is

\[ r_t = \sum_{p \in D} RS_p \]  

(3.3)

where $RS$ is the relevance score for each relevant passage and $p$ is a relevant passage from the set of documents $D$ retrieved that iteration. The relevancy score for a relevant passage is a score from 1 to 5 attached to the passage, with 5 meaning extremely relevant and 1 being only somewhat relevant. As there is no limit to the
number of relevant passages a document can have, there is no limit to the relevancy score a document, and by extension, an iteration, can have. Note that the reward is never negative but it can be 0 if there were no relevant passages, which would show that the action was not effective at all in retrieving relevant documents for that iteration.

3.4 Search and Retrieval Framework

To implement the LinUCB bandit, we used the open source python package Striatum bandit\(^1\) to implement the bandit portion of the algorithm. We used the Indri 5.8 search engine\(^2\) for the retrieval portion of the algorithm. After an action is selected and the query modified accordingly, the query is submitted to the search engine and the documents retrieved passed to the simulated user, the “jig” (provided by TREC) for feedback.

Since a relevant document is no longer relevant the second time it is seen, we prevent duplicate documents being retrieved for any one topic, by assigning a document prior value of \(-1e^{-24}\) to a document that has been retrieved once for a specific topic, to reduce the chance that it is retrieved again. This prior value was selected experimentally as the magnitude needed to remove all previous documents from future retrievals. These values are topic specific, so they are removed for the next topic, allowing the same document to be retrieved for a separate topic.

\(^1\)https://github.com/ntucllab/striatum
\(^2\)https://www.lemurproject.org/indri/
Chapter 4

Evaluation of the Dynamic Search System

The measure of a dynamic search system’s effectiveness is the satisfaction of a user’s information need over multiple iterations for each topic within a topic domain. Dynamic search metrics measure the effectiveness of a search system as time goes on, not just the overall effectiveness by the end.

4.1 Cube Test Metrics

To measure the effectiveness of the LinUCB algorithm, we use the Cube Test (CT) and Average Cube Test (ACT) [18], the official TREC metrics for Dynamic Domain. The Cube Test and Average Cube Test evaluate the speed that the search is completed. The tests looks at how quickly the task’s “cube” can be filled with relevant information over a diverse set of documents. The “cube” in this case represents the actual search task and the entire information need that the user has. As relevant information is found, the cube is “filled up” and more and more of the user’s information need is satisfied. This metric takes into account both the amount of relevant documents that are found as well as the rate at which they are found. Compared to the Cube Test, the Average Cube Test looks at the time it takes to complete a search task over the averages of the cube test values.

At each iteration, the search system runs a (new) query and retrieves a list of five documents, these documents are then scored in terms of their information gain to the
search task at hand, taking into account their diversity compared to the previously retrieved documents and how long the search is going on. The higher the score is for the cube test metric, the better it is, as a higher score signifies that the documents led to a large information gain for the current search topic. It is also important to note that the cube test metric is an average speed function that measures the change in the information gain, or the volume of the cube over a given time period [18]. This means that the scores should decrease at each iteration, as it becomes harder and harder to increase gain as the cube becomes filled with information.

We compare the cube test metrics of our system with the evaluation of the TREC-DD 2016 baseline results as well as the TREC median results. The median results are calculated among the submitted results listed in the TREC-DD 2016 Overview paper [32]. These comparisons serve to place the contextual bandit system results in context with the current state-of-the-art dynamic search systems. We also provide comparisons with a submitted run that utilizes a relevant passage language model to rank its documents. This algorithm represents a vastly different approach than the one presented in this thesis, as it focuses on the passages and documents retrieved rather than the context of the search and the actions at each iteration. This comparison provides a more direct example of the effectiveness of the contextual bandit algorithm as compared to other systems.

In order to depict the system’s run more completely, the different CT results are compared over 10 iterations. This allows the systems to be compared in terms of their effectiveness over time as well as their objective overall effectiveness.

There are other evaluations metrics that can be used to discuss dynamic search systems, as dynamic search is still an information retrieval task. These metrics are not included in this discussion as the Cube Test and Average Cube Test are considered
the official metrics used by TREC-DD and are the one metric that is consistently used to evaluate all system runs for the Dynamic Domain task.

4.2 Experiments

4.2.1 Dataset

The contextual bandit search system proposed in this thesis is evaluated on its effectiveness in searching broad topic domains through dynamic search. Using a complex search topic or information need, the system’s task is to search through the domain iteratively and retrieve documents that are relevant to the topic.

Experiments were run using the Ebola dataset provided in TREC Dynamic Domain 2016. This topic domain is based on the Ebola breakout in Africa from 2014-2015. The dataset consists of over 600,000 documents and 27 topics, which range from “urbanization/urbanisation” to “US Military crisis response.” Documents consist of tweets about the Ebola outbreak, web pages from sites that were from affected countries, as well as PDFs retrieved from organizations like The World Health Organization, Financial Tracking Service and The World Bank. We use the ground truth and topics provided by TREC to retrieve documents and generate relevance feedback from the simulated user.

The data was created using human annotation as the basis for the relevance scores that are provided by the simulated user for each topic. The topics are formatted like a broad query and contain multiple subtopics that deal with a more specific idea touched on by the topic. These subtopics are not available for the system to see and must be discovered during the search. It is up to the system to exhaustively search the subtopics within each topic in order to satisfy the user’s full information need. An
Figure 4.1: A section of the ground truth document used to provide the basis for the relevance feedback and topics within the Ebola domain.
example section of the ground truth document with this information provided within it is seen in figure 4.1.

The contextual bandit system was run on the Ebola dataset from start to finish, with the topic name being seeded to the system as a query to start the search of each topic. The system automatically edits or changes the query as decided by the bandit algorithm.

4.2.2 Topic Traversal

First, we decided to look at the contextual bandit algorithm’s run solely through its changing CT and ACT score, separate from other submitted runs and algorithms. Using an automatic topic completion method means that we must show that the method the algorithm chooses to use to change topics still exhaustively traverse the topics and provides enough iterations to retrieve relevant results for the user.

The overall CT and ACT scores of the contextual bandit’s run over 15 iterations gives a fuller picture of how the algorithm searches the topics and whether the topics are being searched effectively and thoroughly. By first analyzing the results separate from the other submitted runs, we are able to better understand the algorithm’s effectiveness objectively.

4.2.3 Non-Automatic vs. Automatic Topic Completion

The two main focuses of this thesis are the use of context in the search system, through the contextual bandit algorithm, and the automation of the the topic completion portion of dynamic search, through the addition of a “change” action. In order to better understand the benefits that arise from both ideas proposed, we implement a contextual bandit search system identical in every way except with the “change” action eliminated. Instead, we use a hard-coded 10-iteration stopping condition in
the search system, and compare its performance with the system proposed in this thesis. This comparison allows us to narrow in on the benefits that arise from using context in the search process separate from the influence of automating the topic search completion.

4.2.4 Baseline Comparisons

The effectiveness of the contextual bandit search system proposed in this thesis can be represented by the scores seen in the first and tenth iteration of the system. These two scores show both the initial, or overall effectiveness of the search system as well as the effectiveness of the system over time. Furthermore, since the contextual bandit search system automatically decides when to complete one topic search, the contextual bandit has a variable number of iterations for each topic, so the tenth iteration allows us to compare the contextual bandit system search efficiency, even with its variable search length, through this common end iteration as used by other algorithms. We compare our system run to the the other systems, the baseline algorithms, through the first and tenth iterations.

TREC Baseline

We chose to compare the system to the TREC Baseline run as submitted by Georgetown University to TREC-DD 2016. This run is considered a minimum scoring run that was created through the use of the most basic retrieval. The TREC Baseline sits lower than all of the other submitted runs of the previous runs as it does not use a particular algorithm to improve on past iterations.

Comparing the contextual bandit’s run to the baseline run provides useful information as to whether the contextual bandit search system improves upon the initial system and does in fact benefit the dynamic search process.
Table 4.1: Algorithms compared to the contextual bandit system

<table>
<thead>
<tr>
<th>Baseline Algorithm</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TREC Baseline</td>
<td>A basic retrieval run to show the algorithm’s effectiveness over a basic search system</td>
</tr>
<tr>
<td>TREC Median</td>
<td>The median CT and ACT score of all TREC submitted runs for each iteration</td>
</tr>
<tr>
<td>TREC Best</td>
<td>The best CT and ACT score of all TREC submitted runs for each iteration</td>
</tr>
<tr>
<td>rmit-lm-psg-max</td>
<td>A submitted run that uses a theoretically different model to retrieve relevant documents</td>
</tr>
</tbody>
</table>

**TREC Median**

We also compare our system to a set of TREC median scores, taken from the submitted runs in TREC-DD 2016. The median scores do not come from a single submitted run but is calculated by taking the median of the scores of all of the runs listed in the TREC Dynamic Domain 2016 Overview paper [32]. This set of median scores is representative of the average dynamic search process and is an amalgamation of 3 different algorithms over the first and tenth iteration scores seen in this experiment.

By looking at how the contextual bandit search system fares against the median scores of 2016 TREC Dynamic Domain, we can ascertain the effectiveness of our algorithm compared to official algorithms researched and submitted by teams around the world. Furthermore, the median gives a fair representation of the systems available currently, from the less effective to the most effective ones.
TREC Best

We also look at the set of best TREC scores from each iteration. These scores are combined from all the different submitted runs in TREC-DD 2016, calculated by finding the maximum score at each iteration listed in the TREC-DD Overview paper [32]. However, the scores from one submitted run are not included in the TREC Best scores as the submitted run was a manual run utilized to find an upper bound from a set of documents.

Using the TREC Best scores allows us to see how our algorithm compares with the best state-of-the-art systems found in the current research.

RMIT-LM-PSG-MAX

To provide a more substantial comparison between our system and another one within the TREC Dynamic Domains submitted runs, we selected a system from the group of algorithms listed in the overview paper [32].

The selected system from the set of submitted runs, rmit-lm-psg-max, is a run that is relatively median in its evaluation scores, providing a direct comparison to an average system being used for dynamic search. The submitted run uses a very different approach than the one proposed in this thesis, which also provides a useful counterpart for the contextual bandit algorithm to show how it fares compared to a language-based dynamic search system, a system that uses a completely different method to retrieving relevant documents for the user. rmit-lm-psg-max uses a passage language model to score documents, with the maximum score of the document’s passages used as the document’s overall score.
This algorithm was a submitted run to the TREC 2016 Dynamic Domain track, thus providing a concrete comparison to search systems that are currently being researched and designed in the dynamic search field.

4.2.5 Bandit Search Policy

We also investigate the details of the search system proposed by this thesis through the policy that the bandit algorithm uses to iterate through the complex search. We examine the actions that the bandit selects at each iteration based on the reward from the previous iteration(s) as well as the context given to the system for the current iteration. This gives us an understanding of how the system moves within the topic space from topic to topic and the search system’s effectiveness in a detailed manner. Our bandit search policy can be visualized as a process in figure 4.2, where the previous rewards received and the current search context are used to select an
action used to re-formulate the query and retrieve 5 documents. The feedback from the documents is then used to create a reward and update the context. Using this format, we will explore how the bandit uses this process to further the search at each iteration of the search.

The policy chosen by the bandit describes the shape and direction that search takes and the decisions that the algorithm uses in order to traverse the information space. The policy decides how to move the search in a way that will retrieve more relevant documents for the user.
4.3 Results

4.3.1 Topic Traversal

The dynamic search system proposed in this thesis was tested on the TREC Dynamic Domain 2016 Ebola dataset, which provides 27 topics for the system to run through within the topic domain of “Ebola.” In figure 4.3, the CT and ACT results are seen graphed over time. This provides a visual representation of the system’s effectiveness over time. The system shows an initial peak score of 0.278 for its CT score and 0.208 for its ACT scores. These gradually decrease over time and begin to level out after around 6 iterations.

The contextual bandit search system is also observed to have an average number of 7 iterations per topic, though each individual topic could range from a mere couple iterations to 26 iterations before the system ends the topic search. These results indicate that while the system did have variance among the search lengths between topics, the system did in fact have some way for telling that the topic had adequately searched the topic space. The system is able to traverse the topic and retrieve relevant documents for multiple iterations but the system does not allow the search to continue on for too many iterations and frustrate the user with the length of time.

As other systems use fixed iterations or a manually specified stopping condition through each topic, the results are focused on maximizing the results returned from the Cube Test. Thus, our results for the algorithm’s topic traversal separate from the other submitted runs provides valuable information about the algorithm itself. As figure 4.3 shows the scores of the contextual bandit algorithm returned over 15 iterations, it allows us to better understand how the system performs over time and see the effectiveness of allowing the algorithm to decide when to stop one topic search for another by itself. The results shown in figure 4.3 indicate that the algorithm is
Table 4.2: A comparison of the scores of the non-automated topic completion system and the automated topic completion system

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Iteration 1</th>
<th>Iteration 5</th>
<th>Iteration 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Automatic CT</td>
<td>0.277</td>
<td>0.090</td>
<td>0.049</td>
</tr>
<tr>
<td>Automatic CT</td>
<td>0.277</td>
<td>0.116</td>
<td>0.098</td>
</tr>
<tr>
<td>Non-Automatic ACT</td>
<td>0.208</td>
<td>0.141</td>
<td>0.101</td>
</tr>
<tr>
<td>Automatic ACT</td>
<td>0.208</td>
<td>0.153</td>
<td>0.135</td>
</tr>
</tbody>
</table>

capable of detecting when the topic has been exhausted and retrieving more results would no longer be effective.

4.3.2 Non-Automatic vs. Automatic Topic Completion

In order to better understand how the two contributions in this thesis, we compare our system with an identical system that doesn’t use automated topic completion but a plain 10-iteration stopping condition. As can be seen in table 4.2, the two systems start out with identical CT and ACT scores that both gradually reduce through the iterations. The non-automatic topic change system, however, shows a faster decline in CT and ACT scores, with the scores at iteration 5 slightly lower than the automatic system but drastically lower by iteration 10.

This shows the benefits the the automated topic search completion functionality has on the search, as higher scores for the automatic system could show that the system is able to tell when the search has been exhausted and further searching will not lead to much information gain. In terms of the use of context in the search process, the slightly reduced scores in iteration 5 show that the search context used in the search process are effective as a dynamic search algorithm but benefit from
the automated topic completion as continued iterations lead to a continued decline in information gain in each iteration.

4.3.3 Search Effectiveness

Table 4.3 shows the CT and ACT results for the LinUCB algorithm compared to another submitted run as well as some baseline values from TREC 2016 submitted runs. The contextual bandit search system shows an initial CT and ACT score similar to the TREC baseline run, but by the 10\textsuperscript{th} iteration, the contextual bandit search system has improved on the baseline’s CT and ACT scores by 0.063 and 0.049, respectively. Similarly, we observe a similar CT and ACT score as the TREC median of all submitted runs at the 1\textsuperscript{st} iteration, with results actually slightly higher initially. By the 10\textsuperscript{th} iteration, our system shows a slight increase above the median of 0.022 for the CT score and 0.016 for the ACT score.

It is also important to note that because our algorithm handles topic search completion automatically, rather than being manually set before a run begins, it is considered a success that our system is able to run on par with the other submitted runs to the TREC Dynamic Domain 2016 track. Since this contextual bandit system removes an entire subset of the dynamic search problem that must be set or optimized by the researcher otherwise, running at similar results to the median of other submitted search systems is satisfactory.

Compared to TREC Baseline

The results seen in table 4.3 show that while the contextual algorithm’s scores begin at very similar values to the baseline scores, by the 10\textsuperscript{th} iteration, they are significantly better. This indicates that the contextual bandit search system does in fact provide a boost in effectiveness to the dynamic search system. The significant improvement on
Table 4.3: Search effectiveness from Iteration 1 to Iteration 10 on TREC DD 2016 Ebola Dataset (* indicates stat. significant improvement over baseline, † indicates stat. significant improvement over rmit-lm-psg-max, (p<0.05, t-test, one-sided))

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CT@1</th>
<th>ACT@1</th>
<th>CT@10</th>
<th>ACT@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>LinUCB</td>
<td>0.278</td>
<td>0.208</td>
<td>0.098* †</td>
<td>0.135* †</td>
</tr>
<tr>
<td>rmit-lm-psg-max</td>
<td>0.246</td>
<td>0.268</td>
<td>0.049</td>
<td>0.089</td>
</tr>
<tr>
<td>TREC Baseline</td>
<td>0.294</td>
<td>0.206</td>
<td>0.035</td>
<td>0.086</td>
</tr>
<tr>
<td>TREC Median</td>
<td>0.260</td>
<td>0.187</td>
<td>0.076</td>
<td>0.119</td>
</tr>
<tr>
<td>TREC Best</td>
<td>0.319</td>
<td>0.236</td>
<td>0.176</td>
<td>0.150</td>
</tr>
</tbody>
</table>

the baseline score shows clear evidence that the contextual bandit model of selecting actions at each iteration benefits the search system and retrieves more relevant results both more often and more frequently. The contextual bandit algorithm, then, can be adapted to be used as a dynamic search system as well as a personal news recommendation system and ad recommender.

**Compared to rmit-lm-psg-max**

Similarly, our bandit algorithm is able to achieve results significantly better than the passage language model approach rmit-lm-psg-max by the 10th iteration. This submitted run, using a very different approach than the algorithm proposed in this thesis, also starts off with relatively comparative results in the 1st iteration but, by the 10th iteration, our search system shows significantly better CT and ACT scores. These results indicate that the contextual bandit provides beneficial research in the current dynamic search field and provides results that can be compared to actual search systems currently being proposed.
Compared to TREC Median

Our algorithm achieves similar results compared to the median results among all submitted TREC runs. The results seen by the contextual bandit search system are comparable to the median scores seen from the 1st iteration to the 10th iteration. Statistically, we are not significantly better or worse than TREC median scores. Our system, then, is on par with the current median of the state-of-the-art search systems currently being researched. This shows that the contextual bandit system proposed in this thesis achieves results similar to the average search system that can be found, as given by the runs submitted to TREC. Furthermore, as our system proposes a layer of automation beyond other search systems, this result shows that the addition of completing the topic search as a decision left to the system does not negatively affect the system when compared to the average dynamic search system found in the dynamic search field.

Compared to TREC Best

Form iteration 1 to iteration 10, our algorithm shows slightly lower scores compared to the aggregated best TREC scores from TREC-DD 2016, with an exception of the CT score at iteration 10 being considerably lower. These scores show the potential of our system to improve, as our scores are comparable to the median scores but are lower than the best scores. As our system uses relatively basic algorithms for its actions, the number of relevant documents retrieved and the overall search effectiveness are lower than what they could be. As such, our system is currently limited by the algorithms implemented for the bandit’s actions. Through the improvement of our current actions’ algorithms, optimized to be more efficient in retrieving relevant documents, our scores have the potential to be raised higher. Furthermore, the potential for our
system to improve with the bandit actions would not only show an overall increase in the scores from each iteration, it would also show a slower decrease in CT and ACT scores over the iterations as the use of more efficient actions would allow the bandit to better exploit the action that provides the highest reward. Overall, though our scores are lower than the TREC best scores over the iterations, this comparison shows the potential in our system to improve and increase our scores to the level of the TREC best scores.

4.3.4 Bandit Search Policy

By allowing the bandit to decide when to end the search of each topic, the number of iterations given each topic varied greatly. The number of iterations for a topic typically range from 6 to 12. The policy created by the bandit focused on retrieving as many relevant documents each iteration as possible. Thus, when the bandit does not retrieve relevant documents through one action, it quickly changes to move in a different direction in the information space in order to find other relevant documents. We can see in an example from a relatively difficult topic (one which consistently shows smaller results among all the submitted runs to TREC) in Table 4.4, when changing the weights does not yield results, the bandit moves instead to specify more detail through adding terms, which does yield relevant results. It then continues to add more detail in order to retrieve even more relevant documents. The bandit repeats this process, exploiting actions that retrieve many relevant results as well as exploring which action will retrieve the most relevant documents until it decides to complete that topic search and begin the process over again.

In figure 4.4, the distribution of the different actions are broken down. The action “change” is not included in this pie chart as it is only called once per topic search and as such will be called 27 times in the entire dynamic domain search on the Ebola
Figure 4.4: Bandit action distribution chart

topic. The actions “add” and “weight” are both called at relatively equal proportions, while “remove” is called less frequently than the other two actions. This could signify that the “remove” action as a whole is less successful in retrieving relevant documents and as such was not exploited as much as the other two actions. However, all 3 actions are called, showing that they are all explored to find the best action in the search process.

The policy seen in table 4.4 depicts the system run through topic 3 of the Ebola dataset, a particularly difficult topic titled “Healthcare impacts of Ebola.” This example shows how the bandit search policy deals with a topic that starts off without any relevant documents. Using the information gathered from the non-relevant documents and the context of the search within the topic space, the bandit is able to move the search in a direction that retrieves relevant results for the user. The policy demon-
Table 4.4: Example policy created by contextual bandit search system

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Action</th>
<th>Motivation</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><strong>Weight</strong> “1.0 healthcare 1.0 impacts” → “.8 healthcare 1.0 impacts”</td>
<td>bandit exploits the current direction and subtopic</td>
<td>no relevant documents</td>
</tr>
<tr>
<td>2</td>
<td><strong>Add</strong> “1.0 healthcare 1.0 impacts” → “.8 healthcare 1.0 impacts 1.0 reveals”</td>
<td>bandit moves to more specific subtopic</td>
<td>1 relevant document</td>
</tr>
<tr>
<td>3</td>
<td><strong>Add</strong> “.8 healthcare 1.0 impacts 1.0 reveals” → “.8 healthcare 1.0 impacts 1.0 reveals’ 1.0 declares”</td>
<td>bandit continues to add more detail</td>
<td>1 relevant document</td>
</tr>
</tbody>
</table>

The example in Table 4.4 demonstrates in this example provides a concrete example of the bandit’s effectiveness in dealing with this complex search.

4.4 DISCUSSION

As observed in the previous sections, the dynamic search system we propose is effective in searching a broad topic over multiple iterations. The scores seen over 15 iterations indicate the system’s effectiveness in retrieving relevant documents quickly and efficiently and then identifying when the search has been exhausted and move on. Since our proposed system takes on another problem within dynamic search the results are considered acceptable in two regards: the scores show that the system is both able to
retrieve relevant documents at a quick rate and able to provide enough iterations to the system to search the topic to this extent.

We then attempted to isolated and view the benefits that the two contributions our system proposed—the use of search context in the search system and the automation of the topic search completion aspect of the search task. In doing so, we found that automating the topic search completion did in fact provide a benefit to our system in detecting when it would be a good time to stop a search such that the topic had been exhausted and that further queries would lead to minimal information gain. As for the context portion of our system, we found that the use of the search context to direct the search direction at each iteration was useful and effective but benefitted from the topic completion automation to stop the search before the information gain at each iteration of the search decreased too much.

We also compared our algorithm with other submitted runs to TREC Dynamic Domain 2016, using their scores as a baseline for our system. The compared results showed that the contextual bandit system significantly improves on the baseline submitted to TREC and does significantly better than the contrasting algorithm rmit-lm-psg-max which uses a very different approach than we do. We also saw that our search system had comparable results to the median scores seen in all of the submitted runs’ scores, indicating that our system does a satisfactory job at traversing a complex information space in a dynamic search and is not negatively affected by automating the stopping condition (changing topics). Finally, in comparing with the best scores in the TREC submitted runs, we found that though our system did worse, the best scores show the potential for our system to improve as the contextual bandit search system’s action algorithms are improved.

These results show that using the context of the current search iteration to select the next action in the search provides a good method for navigating the information
space and finding relevant documents for the user. The context features of the current search enables the algorithm to better decide the direction of the search through each iteration and react to the feedback given by the user at each iteration. These results also indicate that not only is LinUCB an effective algorithm to be applied to dynamic search, but that the movements of the different bandit actions throughout the topic space is successful in traversing the topic space and exhausting relevant information. Automatic topic change is thus feasible through the use of a contextual bandit algorithm. Overall, the use of contextual bandit to direct a dynamic search process is evidenced to be effective and comparable to dynamic search systems currently being proposed, and also that the contextual bandit search system has areas of improvement that can lead to an even more effective dynamic search system.
Chapter 5

Conclusion

5.1 Research Summary

In this thesis, we proposed a novel contextual bandit solution to the dynamic search task over a broad topic domain. We present the use of a contextual approach to the task by using the context of the current search environment to decide the next action in the search. We also propose the novel idea of allowing the system to decide the stopping condition completely on its own and provide the system with a choice of “change topic” as an action along with other actions editing the query within the topic itself.

The actions that we propose for the contextual bandit search system, add, remove, weight and change, move the search within the information space in order to find relevant documents quickly and exhaustively. While most systems focus on moving around each topic space, our algorithm considers both the movement within the topic space and the movement from one topic space to another as actions that can be performed during the search. Our system, then, moves the search around the information space of not just the topic that it is currently searching, but the entire domain information space as a whole.

In Chapter 4, we discuss the use of the Cube Test metrics to evaluate our results compared to other submitted runs to the TREC Dynamic Domain 2016 track. The Cube Test and its counterpart, the Average Cube Test, evaluate a search system run
on its effectiveness at finding diverse and relevant results at a quick rate over time. Based on our system’s interaction with the TREC-DD Ebola topic domain, we found that taking into account the context features of the current state of the search is useful for improving the search’s effectiveness over time. The results observed in our contextual bandit system are significantly better than an example submitted run from the 2016 TREC conference and the TREC baseline. The results of our system were similar to the median of all TREC runs, though not statistically better.

Our results also serve to show that our contextual bandit adaptation allowed automatic topic change through dynamic search without negatively affecting the effectiveness of the search system’s traversal through the information space. In having similar results to the other submitted runs in the track, we demonstrate that using a contextual bandit to decide this aspect of the search as well can lessen the load of the developer or researcher without a difference in search effectiveness.

5.2 Significance of Thesis

This thesis looks at an approach to the dynamic search task that allows the system to tackle both of the subproblems found within dynamic search—how to traverse the information space for one topic as well as when to end one topic search and start another. Using the context of the search at hand, we propose a contextual bandit approach that relies on this context to move the search around the information space through actions such as adding or removing terms from the query, changing the weights of terms in the query, or changing the topic completely.

Our approach presents a novel improvement on current dynamic search systems which deal with the stopping condition (topic change) by either setting a fixed number of iterations to be run or by setting a stopping condition for the system to check for
and stop at. We give the decision of when to start the next topic search within the complex search process to the search system. Furthermore, we present the use of a contextual bandit algorithm, generally used for recommender systems, for the dynamic search task by representing the context as a set of features describing the current state of the search. We then show results that indicate that the use of this proposed system is effective and comparable to current state-of-the-art dynamic search systems.

5.3 Future Directions

Dynamic search is an information retrieval task that is both practical and relatively novel in current times, leading to many research avenues that can still be continued. The process of automation and optimization in this task can still be improved on and research more completely.

In the system proposed in this thesis, we use a weighting scheme based on the ranking of the words of the query in the relevant documents. The add and remove actions of this system use a tf-idf scheme to select a term to add or remove from the query. While these implementations are satisfactory, future works can focus on alternative implementations to these and discuss and compare them.

The task of having the system set the stopping condition to end one topic search and start the next is a novel idea proposed in this thesis. The challenge of selecting a stopping condition has been tackled in many ways in the past, but mostly through manual means. Thus, this area of dynamic search is largely un researched and has many avenues for further research.
Bibliography


